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The purpose of this tutorial is to outline the application of a group of two-stage Markov models
that have been used to quantify recollective and nonrecollective retrieval processes (Brainerd, Aydin, &
Reyna, 2012; Brainerd & Reyna, 2010; Brainerd, Reyna, & Howe, 2009; Gomes, Brainerd, & Stein, 2013).
The tutorial provides a step-by-step guide on how to compute the relevant statistics to obtain
parameter estimates and goodness-of-fit statistics. Because the models measure retrieval operations
that can be broadly separated into recollective (direct access, D) and nonrecollective ones
(reconstruction, R, and familiarity judgment, J), we also refer to them as dual-retrieval models. For
specific information about the models and the theory underlying them, please see Brainerd et al.
(2009).

Section I: Dual Retrieval Models

In addition to the original dual-retrieval model with 11 free parameters (Brainerd & Reyna, 2010;
Brainerd et al., 2009), we have developed four other reduced models with 6 free parameters. Although
the five models measure both recollective and nonrecollective processes, the original model can only fit
data from experiments with at least 4 trials (T1,T2,Ts,T4), whereas the reduced models can fit data from
experiments with only 3 fixed trials (T1,T2,T3). However, the procedures described here apply to all five
models. Below is a short description of each model, separated by study (S) and test (T) design, and their
respective starting vector (W) and transition matrix (M):

- ForaS;TiT,, S;Ts, SsT4 (noncanonical) design: The original dual-retrieval model with 11 free
parameters can be applied to such data. The model has 4 direct access parameters (D1, D3, D3,
Dse), 2 reconstruction parameters (R3, R2), 4 familiarity judgment parameters (J1, J2, Jac, J3ec), and
1 forgetting parameter (f).

Original model:

W = [L[1), Pe(1), Pe(1), U(1)] = [D+, (1-DAR(1-J4), (1-D9)R1J1, (1-D1)(1-R1)]

L2) PE(2) Pc(2) u(2)
L) 1 0 0 0
s Rel1) 0 (1-A(1-J3€) (1-f)Jae f
Eal1) 0 (1-)(1-Jac) (1-fudac f
o 0 0 o :
L(n+2) Pe(n+2) Pcin+2) U(n+2})
Lin+1) 1 0 0 0
v < Re(n+1) D (1-D3E)(1-J3E) (1-Dag)Jae 0
Pan+1) Dac (1-D2c)(1-Jac) (1-Dac)dac 0
Lin+1) Dz (1-D2)R2({1-J2) {(1-D2)RaJz (1-D2){1-Rz)
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- ForaS;T,, SoT,, S3Ts (canonical) design: Four dual-retrieval models with 6 free parameters can
be applied to such data. We refer to such models as the learning on errors model (“error
model” for short), learning on successes (success model), and learning on both errors and
successes model (both model). Such reduced models have 2 direct access parameters (D, D),
2 reconstruction parameters (R, Rz), and 2 familiarity parameters (J;, J). The difference
between them lies on the State L late learning entry parameter D,, namely whether entry in
State L after trial 1 depends on prior incorrect recall (error model), prior correct recall (success
model), or does not depend on prior correct or incorrect recall (both model). Finally, the fourth
reduced model is an alternative version of the error model in which there is 1 reconstruction
parameter
(R) and 3 familiarity judgment parameters (J;, J;, J5) in addition to the 2 direct access parameters.

Error model:

W = [L(1), P&(1), Pc(1), U(1)] = [D1, (1-Dn)R1(1-J4), (1-D1)R1Js, (1-D1)(1-R1)]

L(n+1) Pe(n+1) Pcin+1) U{n+1)
L4n) 1 0 0 0
Pe(n) Dz (1-Dz){1-Jz) (1-Dz)Jz 0
M=
— 0 (1-Jz) J2 0
Li(n)
(] (1-D2)R2(1-Jz) (1-Dz)RzJ2 (1-D2){1-R2)

Alternative Error model:

W = [L(1), P=(1), Pe{1), U(1)] = [D1, (1-D1)R(1-J1), (1-D1)RJ1, (1-D1){1-R)]

L{2) Pe(2) Pc(2) u(2)
L) 1 0 0 i
Mi = Eﬁ%ﬁﬂj Dz (1-D2)(1-Jz) (1-Dz)J2 0
L) 0 (1-J2) Jz 0
D> (1-D2R(1~)  (1-D2)RJz (R
L) P<(3) Pe(3) ue3)
L(2) 1 0 0 i
M: = E;;%EJQ : Dz (1-Dz2)(1-Js) (1-Dz)J3 0
LI2) 0 (1-43) Jz 0
Dz (1-D2)R(1-J3) (1-D2)RJ3 (D)
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Success model:

W = [L(1), Pe(1), Pc(1), U(1)] = [D1, (1-DNR:(1-J1), (1-D1)R1Js, (1-Da)(1-R1)]

. Lin+1) Pe(n+1) Pcin+1) U{n+1)
3
Lin) 1 0 0 0
Pe(n) 0 (1-J2) Jz| 0
M -
= Dz (1-02)(1-J2) (1-Dz)Jz 0
Uin) 0
Rz(1-Jz) RaJz (1-Rz)
Both model:

W = [L{1), P=(1). Pe(1), U(1)] = [D1, (1-D1)R1{1-J1), (1-D9)R1Js, (1-D1)(1-R1)]

Lin+1) Pe(n+1)| Pa(n+1) U(n+1)
Beln) el s
M = Bg(n) Dz (1-D2)(1-Jz) (1-D2)Jz 0
U(n) Dz (1-D2)(1-J2) (1-D2)Jz 0
Dz (1-Dz)Rz(1-Jz) (1-Dz)RzJz (1-Dz)(1-Rz)

Section II: Example

This example used a database composed of 15 subjects that learned to recall a list of 40 words using the
S1T1Ts, S;Ts, S3Ta noncanonical design mentioned in Section 1. The database is available on the website
(Database I). The model applied to the data was the original dual retrieval model.

1. Structure of the database

The database must follow a specific format in order to compute the frequencies of correct (C) and
incorrect (E) recall across trials using the data count program, namely

* The first row contains the names of variables, with the data range beginning in the second row.

*  The first column contains the subject ID number.

* Inthe first row, each column after the first one will contain both the name of the to-be-recalled
items and the trial number. Specifically, the variable names must have the following format:
[name of the item][lowercase letter t][trial number]. For instance, column #2 can be called
SPIDERt1, meaning the item SPIDER on trial 1. The program will look for this structure in order
to compute items’ history of recall across trials, so make sure that each item has the same
name across trials (e.g., SPIDERt1, SPIDERt2, SPIDERt3, SPIDERt4). NOTE 1: The word list cannot
contain different set of words on different trials. The program will not compute the frequency
of C-E patterns across trials if this is the case. NOTE 2: Only words used in the recall test can
have the above format. Thus, it is possible to have other variables (e.g., age), provided that
these variables are not written in the format above.
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* Use binary coding to assign correct recall (1) and incorrect recall (0).
* Ensure that there are no empty cells within the data range.
* The worksheet in which the database is stored must be called DATA.

Here is a screen shot of the sample database:

TP T
118 - | I
A B C D E

1 ID EXAMEL1 COBRAt1 BARATH1 ZANGAt1 CH
s 1 0 0 0 0
3 2 0 1 0 0
4 3 0 0 1 1
] 4 0 0 0 0
b ] 0 0 0 1
[ B 0 0 0 0
g 7 0 0 0 1
9 g 1 1 0 1
10 9 0 0 0 0
L 10 0 1 0 0
12 11 1 0 0 0
13 12 0 0 0 0
14 13 1 1 0 0
15 14 1 0 0 0
16 15 1 0 0 1
17

18

19

2. Computing frequencies of C-E patterns across trials

The data count program (see Programs and Model Files) is an Excel VBA macro that reads the database
and computes C-E frequencies. Because an item is either recalled (1 = C) or not (0 = E) on each test,
there are a total of 2" patterns of C-E responses across trials, in which n is the total number of trials. In
our example, the database is composed of 4 separate recall tests and, therefore, there are 2% = 16
patters of C-E responses (CCCC, CCCE, ..., EEEE). For instance, if a given word is recalled successfully
across all 4 trials, that would be counted as CCCC = 1; if a given word is recalled successfully on the first
3 trials but unsuccessfully on the last trial, that would be counted as CCCE = 1. This is done for all items
and subjects in the DATA worksheet of the data count Excel file, and the final frequencies are the ones
aggregated across both.

1. Open the data count program and the database.
2. Transfer the responses from the database to the DATA worksheet in the data count program.

3. Enable the use of macros in Excel (for security reasons, the default setting is not to allow their
use). Go to Tools > Options > Security > Macro Security and then reduce the security level to
Low.

4q
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4. Make sure that the structure is the same as noted earlier in Section 2.1.
5. Press Ctrl+U (or the button) to run the macro.
6. The results will be pasted on the RESULTS worksheet of the data count program.

For our database, the frequencies were the following:

CCCC: 167 CCCE: 7 CCEC: 9 CCEE: 2 CECC: 12 CECE: 4 CEEC: 5 CEEE: 3 ECCC: 24 ECCE: 2
ECEC: 1 ECEE: 1 EECC: 123 EECE: 12 EEEC: 103 EEEE: 125

In our database, there were 167 cases in which an item was recalled on all tests (CCCC), and 125 in

which an item was never recalled (EEEE). Of course, the sum of all frequencies should be equal to the

product between (sample size) and (number of items), which is 15 x 40 = 600 in this case, and the

proportion of items recalled on the ith test is simply the sum of C-E patters in which there is a C on the
ith test divided by the sum of all frequencies. For instance, the proportion of items recalled on the 3™

test was = (CCCC + CCCE + CECC + CECE + ECCC + ECCE + EECC + EECE) / [(sample size) x (number of
items)] = .59.

3. Obtaining parameter estimates and goodness-of-fit statistics using GPT

Once the frequencies of C-E patterns across trials have been computed, you are ready to enter them

into the GPT.
a) Open the GPT

b) Go to File > Open > Models and load the original dual-retrieval model .pt2 file (see Programs
and Model Files)

5

@ General Processing Tree Madels S

Window Help

New r
Open 4 Models

o Out put

Save as

Exit

chusers\ryan\desktop\lab\dual process tutorial\tutorial hypothesis testing.pt2
C:\Users\Ryan'DesktoptLab\Dual Process tutorial\Joint Model.pt2

merged.pt2

c) Once you have loaded the model, you can start entering the C-E frequencies: Right click on the

model window > Model > Input data
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! General Processing Tree Models Elm
File Edit Window Option Help
. ! chusers\ryan\desktop\lab\dual process tutoriahll parameters - 4 fixed trials.pt2 @
Save Model Version Clear Model History I IBrainerdH eynatgingR ecaltd odsl ;I
GPT Models
Display Mode 2
Maodel 3 Hypothesis test (set parameters equal)
Options » Input data
Checkmark tree nodes » Estimation, simulation, or power analysis
Find and replace » Simplify tree
d) Enter the frequencies in their respective cell in the first column, as follows:
@ e Edit Window Option Model Help EEIE
Fie | Ede | Add and Edkt Sites | Opsons | Mode! | Windows | Hep |
= 1NN
Data | Save Model Version Clear Model History l a
i| Extmple [ B4 __;_I Data | El+ BrainerdReynatgingR ecallMadel
K Foot Mame iExampIe !Empty iEmpty : iEmpty {I
BrainerdReyr CCCC 1] 1] o 1
BrainerdReyr CCCE 7 o i} i} 1
Erainerdfeyr CCEC 9 1] 1) 1] 1
BrainerdReyr CCEE 2 o i} o 1
BrainerdReyr CECC 12 o 1] o 1
BrainerdRey CECE 4 o i} o 1
ErainerdReyr CEEC 5 1] 1] 1] |
BrainerdReyt CEEE 3 o 1} o |
BrainerdReyr ECCC 24 o 1] o 1
BrainerdReyl ECCE 2 0 0 0 |
BrainerdReys ECEC 1 1] 1} 1] 1
BrainerdReyt ECEE 1 o i} o 1
BrainerdReys EECC 123 o 1} o 1
BrainerdReyr EECE 12 o i} o 1
BrainerdReyr EEEC 103 i} i} i} |
BrainerdReyl EEEE 125 0 0 0 [
W )
Apply |
* Cancel |
“ ’
[~ Show Property Panel [ Show ModelMemo [ Show Graph
| | /4

e) Add a name to the column by clicking on it with the right button, then rename.

f) Click apply and save the file
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You are now able to compute parameter estimates and goodness-of-fit statistics.

a)

Return to the model window

b) Right click > Model > Estimation, simulation or power analysis

c) Inthe select models column, select BrainerdReynaAgingRecallModel, which is the default
(unconstrained) model
d) Inthe select data for estimation, select the first row or whatever row that contains the
frequencies you have entered previously
e) Then click Run
f) Once the program stops running, the results will be presented in the Output Tab and will also
be pasted on the Output Window (see Hu & Phillips, 1999, for more information). The
maximum likelihood estimates of each parameter, their respective standard deviation (SD), and
the goodness-of-fit statistic (x?) pasted on the output window should look like this:
Earameterx estimates
0 = 0.16064, 5D = 0.04945, (initial value: 0.42594)
D2 = 0.11067, 5D = 0.10306, (initial value: 0.34826)
Dac = 0.27659, 5D = 0.15190, (initial value: 0.84037)
D3E = 0.00000, 5D = 0.00000, (initial value: [0.24153)
F = 0.04525, 5D = 0.054%4, (initial value: 0.09628)
a1 = 0.74471, 5D = 0.05506, (initial value: 0.04693)

:JGeneral Processing Tree Models - [F:a research a'dual-recall model zero-files',gpt files' 11 pai 'C i =T ﬂ
! File Edt Window Option Model Help = ZI
Fie | Ede | At and B Sotes | Optons | Model | windows | Hep |
oy = =
e =EEIEIEE] IL|

Save i ar Model History | j
E-v Em e

GPT Models
Display Made 3

Hypathesis test {set parameters equal)
Cptions ¥ Inputdata
o R R C  Estimation, simulation, or power analysis
Find and replace (3

Simplify tree

[~ Show Propeny Panel [~ Show Model Memo [~ Show Graph

| | | y

7
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Jz2 = 0.64327,
J3C = 0.82413,
J3E = 0.75965,
Rl = 0.30027,
RZ2 = 0.43%20, 5D =

5D
5D
5D =
5D =

0.10311,

0.09721,
0.05476,
0.0%422,
0.04601,

(initial walue:

(initial wvalue:
[initial walue:
(initial walue:
(initial walue:
0.06042)

Last update: July 2", 2013

0.06274)
0.80138)
0.20643)
0.01425)

Test will be a Chi-square with 4 degrees of freedom Chi-sguare[4]=

J.75306,

8
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Section III: Hypothesis Testing

Comparisons between parameter estimates can be performed via likelihood ratio tests (LRT) (e.g.,
Brainerd, Reyna, & Howe, 2009). LRT can be broadly separated into two types: (a) within- and (b)
between-condition tests. The former type tests hypotheses regarding parameter differences within the
same experimental condition, which can be either differences between parameters (e.g., HO: R; = R> vs.
H1: R; # R,) or differences between parameters and a constant (e.g., HO: f=0vs. H1: f# 0). The latter
type tests hypotheses that have to do with localizing treatment effects, that is, whether parameter
estimates differ across any set of k> 1 conditions (e.g., HO: J1, condition 1 = J1, condition 2 VS. H1: J1, condition 1 # J1,
condition 2). Between-condition tests can be further divided into experiment-wise tests, condition-wise
tests, and parameter-wise tests. Because Type | error increases as a function of the number of tests, it is
often advised to perform condition-wise and parameter-wise tests only if there is global statistical
evidence of treatment effects, as indicated by an experimentwise test, or adjust the family-wise alpha
level using a correction such as Bonferroni (Qtagjusted = @ / 0, in which n is the total number of comparisons)
or Sidak (Qtadjusted = 1 — (1 — o) */").

In GPT, the test statistic in all cases is computed by subtracting the fit statistic of the unconstrained
model (i.e., a model in which all parameters of the model are free) from the constrained model (a model
in which one imposes the restrictions of interest, e.g., f = 0). The resulting difference is a statistic
asymptotically distributed as x?, with df equal to the difference in free parameters between the two
models. The critical x* value of the test can therefore be calculated and compared against the observed
X2

Next, we describe how to perform LRT using the GPT program. We will be using the database provided
on the lab website (Database Il). Note that the database contains three worksheets, each containing
data from a different experimental condition.

A. Within-Conditions Test: Parameter = Constant

In this section, we will perform a within-condition hypothesis test on the data from Condition 1. The
null hypothesis being tested is that D; = 0.

1. Compute the goodness of fit statistic for the unconstrained model by following the instructions
in Section 2. It was equal to 7.83.
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General Processing Tr

File Window Help
Fie |Ea | Wirsouss | Hes |

=l EN

Quiut | Table |

Pt

B e

i [
CEEE 1.00000. 0.64366 -
ECCC, 8.00000, 6.86363
ECCE. 1.00000. 1.82261
ECEC. 1.00000 1.95148
ECEE, 1.00000, 0.35511
EECC.  87.00000.  89.28060
EECE, 26.00000. 23.61289

EEEC. 41 00000 80 91586
EEEE, 149.00000. 149.19781

Parameter estimates

[—r—

D1 = 0.08351, SD = 0.02671, (initial value: 0.78130)
D2 = 0_00000. SD = 0.00000. (initial value: 0.82927)
D3C - 0.00000. SD = 0.02332. (initial value: 0.47336)
D3E = 0.14792, SD = 0.63636, (initial value: 0.83855)
F = 0.01396. SD = 0.02962. (initial value: 0.02553)
J1 = 0.81108, SD = 0.06523, (initial value: 0.06120)
P g 0.90822. SD = 0.02332. (initial value: 0.17239)
J3c - 0.79017, SD = 0.03405, (initial value: 0.07983)
J3E = 0.81932, SD = 0.16914, (initial value: 0.87180)
R1 = 0.17464. SD = 0.02864. (initial value: 0.27275)
= 0.35834, SD = 0.02333, (initial value: 0.49361)

R

Test will be a Chi_square with 4 degrees of freedom
[Chs —<quare 4]~ 762695 |

Stopping Criteria: Difference of log-likelihood - 1E-10
number of iterations:3206

The estimation started at: 7/2/2013 2:24:32 PH

< i | »

2. Next, we will compute the goodness of fit statistic for the constrained model.

3. Click on the show property panel in the model window, and the following screen should appear:

B Gnarw Preceasing Taee Masel: o |w & "|
M e i Weredos phmn Model  Heip — |
i | Edr || At e Euir e | oot | el | Mimou oD ]

comeey Uy et deikicp b cusl proreic taonal DL penemertens - 4 feed meh gl

£ Thopesty | o B F et ol
1 m
Fpasty 161
T G}
ok = 1401
| B
L1
]
e B i
Farntn Jurefierai g ealbio o2

r E oz

r g i
Pistas | EAZ

[eima

G Ml Mt [ Sl Dl

4. Select the parameter of interest. In this case, click on D; in the model window.
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r! General Processing Tree Models: - — . - — ; | = | = | P |

File Edit Window Option Model Help
Fle | Edt | Add and Edkt Stmes | Opions | Model | Windows Helo

d

a

chusers\ryan'desktophlab\dual process tutorial\ll parameters - 4 fixed trials.pt2

Edit Property I = BrainerdRepnadagingR ecallModel
D1

| »

| Froperty

Apply -

Parameter |D1

m

StatePage

State |nformatiot

Response Category Mame IEEEE

Mature IEnding

[ Set Parameter as Constant

|¥ Starts Estimation at Fandom

Dezcriptior

|Default

| ¥ Show Property Panel [~ Show Model Memo [~ Show Graph

A

5. Click “Set Parameter as Constant”, and specify the value. In our case, D1 =0.001:

d

c\users\ryan\desktop\lab\dual process tutorial\11 parameters - 4 fixed trials.pt2

Edit F'lopertyl B BrainerdR epnadgingF ecallbodel -

[ D1 Tl
| Froperty : 1-01

=h
Apply | 2-

Setting Parameter as Constant

D1 | 0.00100
& 101 | 0.33300

m

StatePage Constant Parameters |

v Show Froperty Panel [~ Show Model Memo [ Show Graph

6. Click Apply

7. Deselect the “show property panel” and return to the main window.
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8. Click Save the Model Version, and name the model. In this case, we named the constrained
model, D1 =0.

9. Select the constrained model and compute the goodness of fit.
B rntion, i P
Estimation | Simuation | Powes analysis |
Select Model and Data | Dutput |

Select madels . | Select data lo estimation

| |£en requency
| |2 requency
| | 2o Irequency
Zein requency
| | 2ein frequency
| |20 Irequency
|| 280 requency
| |Zet0 lrequency -

[ Mirimize spplicstion .
whie 7 M ; At [ Piint &l iesul
Eslimation thoo when GOF [IE10 S
Maimum number of (5000 Cancel |

10. The goodness of fit statistic was equal to 13.85:

Dutput | Tabée |
Z[UEEEE v ME e
¥ ' i i | i 1 i ! ' X

EEEE. 149 00000, 149 12898 .

Parameter estimates
Dl = 0D.00100. Fized as comstant
D2 = o,.00000, SD = 0.00000, (imitial walue: 0.09633)
Dic = 0.00000, 5D = 0.00000, {(initial walue: 0.76151)
D3IE = 0. 0000, Sh o= 002252, (imnitial wvalae: 0. 21281)
F = 0.00399, SO = 0.02020, {imitial walue: 0.24408)
J1 = 0.87715, 5D = 0.03626, (initial value: 0.08967)
J2 o= 0. 90575, Sh = 002252, (initial valoes: 0. 1776e3)
Jic = 0.84910, SD = 0.01B18, {imitial walue: 0. 36607)
JIE = 0.82589, 5D = 0.11347, {imitial walue: 0.69937)
Rl = 0, 24220 0 = 002094, (imitial valum: 0.51069)
B2 = 0.35979, SD = 0.02295, (imitial walue: 0.02666)

- t.'h.lu_pa.r-u.tgl‘.url_'_u} are raztricted as l.‘.q‘nut.l_l.nt.

Stopping Criteria; Difference of log-likelibood = 1E-10
nusber of iteratioms: 2006

0 D

i L
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11. One can now perform the hypothesis test by comparing the two goodness of fit statistics:

Constrained = 13.85
Unconstrained = 7.83

12. Calculate the difference between the two statistics to obtain the test statistic:

Test statistic = 13.85 - 7.83 = 6.02

13. Compare the test statistic to the test’s critical value. For instance, at a significance criterion of
.05, the critical value of the test statistic is x*(1) = 3.84. Because the test statistic is higher than
the critical value, we reject the null hypothesis of the test.

B. Within-Condition Test: Parameter; = Parameter;, fori #j

In this section, we will perform a within-condition hypothesis test on the data from Condition 1. The
null hypothesis being tested is that D; = D;.

1. Compute the goodness of fit statistic for the unconstrained model by following the instructions
in Section 2. It was equal 7.83.

2. Next, we will compute the goodness of fit statistic for the constrained model.
3. Right Click ---> Model ---> Hypothesis Test
III

4, Deselect “Same Leve

5. Select D1 in the left hand column and then select D2 in the right hand column.
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r = ]
! General Processing Tree Moch-eIS = [c\users\ryan\itlasktop\lab\dua\ pmcesssrhgﬁ_al\]&l parameters - 4 fixed trials.pt2] | = | [5f RS |

B File Window Help [=[=]x]
Flo | Edt | Wiows Heb |
1l

Set Up Hypothesis I By BrainerdReynatgingRiecalltodel

! 01
I Same level -

i 1] = P D o1, 101 R

2[R1. A1) - i | i |2[H1,1-F|1] -

31, 1-11) 31,101

4F1F) 4[FAF

5[02.102) | S |

7R2.1-A2) = 7[Rz, 1-R2) =

82.142) o |pz | sz 1z

9(D3C.1-D3C) 9(D3C.1-03C)

11 [3C, 1430) 11 43C, 1-J30)

14k 10k P [0z =l hapE 108

16 [J3E. 1-J3E) 16 W3E. 1-J3E)

13(D2,1-02) 13(D2,102)

21[R2.1-R2] 21 [R2.1-R2)

22[J2,14J2) 2212.1-J2)

26 [J3C, 1430) 26 {J3C, 1-J30)

27 [D3C, 1-D30) 27 [D3C, 1-030)

29[J3C, 14430 29 1J3C, 1-J3C)

20(D2C, 1030 30(D3C, 1.030)

32[J3C. 14430 32 W3C 1-J3C)

35(D3E. 1-D3E) 35 (D3E. 1-D3E)

37 [J3E, 1413E) 37 (J3E, 1-J3E)

40(D3E. 1-D3E) 40 (D3E, 1-D3E)

42 [J3E. 1-J3E) - 42 J3E. 1-J3E) i

AN 4 M A AMT 4 M

[~ Show Property Panel [~ Show ModelMema [~ Show Graph ¥ Replace All Instances [ Hide Hypothesis Panel

6. Click Apply and Done

7. Click “Save Model Version”, and name the constrained model appropriately. Here, we named it
D1=D2.

8. Compute the goodness of fit statistic for the constrained model.

(8 Untited- opt =)
Output | Table |
palll 3 F

EI C IB |i|i |-9_VJ+II:Duriﬁ v!

L3 i 3 ' ' ' L =i 1 ' i ' | ' \
~

1 1 1 i 1 1 1 1 1 1 i 1 i 1 i 1 ] 1 1 1 g
-

EECE. 26.00000. 20.62702
EEEC. 81.00000. 80.79368
EEEE. 149.00000., 148.91632

Parameter estimates

D1l = 0.08526, SD = 0.03160, (initial value: 0.79253)
D3C = 0.00000, SD = 0.00000, (initial value: 0.27417)
D3E = 0.17912. SD = 0.54951. (imnitial wvalue: 0.65016)

F = 0.01114, SD = 0.03282, (initial value: 0.34093)

J1l = 0.80017, SD = 0.07349, (initial walue: 0D.68624)

J2 = 0.89860, SD = 0.03715, (initial value: 0.78468)
Jic = 0.75871, SD = 0.05640., (initial value: 0.60185)
J3E = 0.80195, SD = 0.17083, (initial value: 0.72953)

Rl = 0.16924, SD = 0.03293, (initial value: 0.48712)

R2 = 0.29759, SD = 0.03981, (initial value: 0.39493)

Test will be a Chi-square with 5 deqrees of freedom
Chi—=sgquare[5]=

10 76632

Stopping Criteria: Difference of log-likelihood = 1E-10
number of iterations:2873
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9. One can now perform the hypothesis test by comparing the two goodness of fit statistics.

Constrained=7.83

Unconstrained: 10.77

10. Calculate the difference between the two chi-square statistics to obtain the test statistic.

Test statistic: 10.77—-7.83 =2.94

11. Compare the test statistic to the test’s critical value. For instance, at a significance criterion of
.05, the critical value of the test statistic is x(1) = 3.84. Because the test statistic is lower than
the critical value, we do not reject the null hypothesis of the test.

C. Between-Condition Tests: Experiment-wise test

Between-condition tests answer questions regarding treatment effects (e.g., was direct access higher for
short lists relative to long lists?). Running between-condition tests consist of three steps: (a) running an
experiment-wise test in which the null hypothesis holds that all parameters are the same across all
experimental conditions; (b) running condition-wise tests if the null hypothesis of the experiment-wise
test was rejected, in which the null hypotheses hold that all parameters are the same between two
conditions; and (c) running parameter-wise tests if the null hypothesis of the relevant condition-wise
test was rejected, in which the null hypotheses hold that a parameter of the model is equal between two
conditions (e.g., HO: J1, condition 1 = J1, Condition 2).

This section will begin with the instructions for an experiment-wise test. In our example, there are three
experimental conditions, the experiment-wise test and condition-wise test are the same.

The unconstrained model in between-conditions tests is a joint conditions model. Follow the
instructions below to create the joint model.

1. Enter the error-success frequencies for both conditions.
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ﬂ Ernpty 64 ii Data

Emply B Foat Mame Condition 1 |Condition 2 |Condition 3 |Empty Ermnpty |Empty ‘Empty |Empty
BrainerdRew CCCC 513 1) 41 1] 1] 1]
ErainerdR ey CCCE 8 9 10 1] 1] 1] 1] 1]
BrainerdReys CCEC 13 15 9 1} o o o o
BrainerdRey: CCEE 1 g 2 a 1] o o 1]
BrainerdReyt CECC 5 5 3 a 1] 1] 1] 1]
BrainerdReyr CECE 1 2 5 a 1] 1] 1] 1]
BrainerdRew CEEC 1 3 1 i} i) 1] 1] 1]
ErainerdReyr CEEE 1 5 1 ] 1] 1] 1] 1]
BrainerdRey ECCC 8 3 8 1} o o o 1]
BrainerdReys ECCE 1 1 4 a 1] 1] 1] 1]
BrainerdReyi ECEC 1 1 4 a 1] 1] 1] 1]
BrainerdReyr ECEE 1 2 3 a 1] 1] 1] 1]
BrainerdRew EECC a7 71 =t} 0 1] 1] 1] 1]
ErainerdReyr EECE 26 18 20 ] 1] o o o
BrainerdReyt EEEC a1 80 a3 i} o o o o
BrainerdR ey EEEE 143 1687 188 0 ] 1] 1] 1]
™|

Apply |
I i Cancel |
4 3

Now create a joint conditions model as follows:

a. Click Model ---> Join Models

Fie |Edt | Add adEdtSmes|  Update

| B @i

Join Models ...

Estimate Parameters
Simulate models

Power Analysis
Analyze RT data

Contingency table

Duplicate Current Model

—

b. Under “suffix to the parameters”, enter “C1”, to denote data from Condition 1.

c. Under “Data set to use”, select “Condition 1”

d. Click “Ok”

16
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L P it L1
! h:\research and lab\brainerd lab website\tutorial v2\gpt\11 parameters - 4 fixed trials v2.pt2 o || = @
Save hodel YWersion i Clear Model History i Imodel _'J L
H z A
B- @ Create New Models E‘M ~ K
11 parameters - 4 fived trial v2.pt2
W included Sulfix b the parameters [y
¢ Reverse selection Data setto use ([ERTHTHE

¥ BranerdReynatgingRecaliodel

oK | Cancal | I~ Shows hits %

[~ Show Property Panel [~ Sha ———

r Unt... @@]

| | y

e. You will now see two models in the main screen. One will have the name, “merge.pt2”. This
is the model you just created.

D mergedpt2 oo el [ E

Save Maodel Version |

P

E-f model

i SR |
B 1-J30_C1 |
L DIE_C
B 1-D3E_C1
LedaF >
| I~ Show Property Panel [~ ShowModelMema [ Show Graph

! hi\research and lab\brainerd lab website\tutorial v2\gpt\11 parameters - 4 fixed trials v2.pt2 E@@
Save Madel Version | Clear Model Histary | LI

E-f BrainerdRiepnadgingRecalModel i
e D1

=] -
I~ Show Property Panel [~ Show ModelMemo [~ Show Graph

Unt... @@]

I l 4

f.  Now, we have to add the dataset from condition 2. Click on the model you just created
(merged.pt2)

g. Model ---> Join Model

h. Enter “C2” for Suffix for Parameters, and select “Condition 2” from “data set to use”
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o Model Histary | JIEEEEL
! Create New Models E@g
_i

r 3
merged.pt? 11 parameters - 4 fived trials w2 pt2 |

¥ included Suffix to the parameters |_|:2

" Reverse selection Data setto use  |[FEERIRERE ;i
¥ BrainerdReynataingRecalltodel |
|
Il

ok | Cancel I ™ Show hints

i. Click “Ok”

The new window will show all 3 models: the original model, and the two models you just

created. The model that has both “Condition 1” and “Condition 2” is the joint model that we

want. Select the joint model.

@ mergedp2 e
Save Model Yersion | Clear Model History I ;]
28 ainerdReynadaingRecaltdadel C1
[#- BrainerdReynadgingRecaltode|_C2
| I~ Show Property Panel [~ Show Model Mema [ Show Graph
8 mergedp2 [Sl==]
Save Model Version | Clear Model History | l del ;]
" madel B+ BrainerdRaynatgingRecaliadsl_C1 =
01_C1 |:|
B~ 1010
R1_C1 -
| [~ Show Property Fanel [~ Show ModelMemo [~ Show Graph
! hi\research and lab\brainerd lab website\tutorial v2\gpt\11 parameters - 4 fixed trials v2.pt2 EI@
Save Model Verzion | Clear Madel Histary | LI
E-v BrainerdReynatgingFiecaliodel -
- @
E 101
- Rl %
I~ Show Property Panel |~ Show ModelMemo [ Show Graph
unt.. [& ] = |52 |
| Z

4. To include the data from Condition 3, first close the window of all models but (a) the original
model and (b) the last joint model you created, then repeat the procedure described above
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ol P i L1
D mergedptz olie ==
Save Model Yersion | Clear Model History I ﬂ
- model BrainerdR eynadgingRecallodel C1
-- BrainerdR eynatigingR ecalliodel _C2
BrainerdReynadgingRecallModel C3
[~ Show Property Panel [~ Show Model Memo [~ Show Graph
B merged.pt2 [= =] =]
Save ModelVeision | Clear Model History | -
- model -y BrainerdReynatingR ecal odel_C1
B+ BrainerdReynadgingRecaliodel_C2
[ ™ Show Property Panel [~ Show Model Mema I~ Show Graph
! hi\research and lab\brainerd lab website\tutorial v2\gpt\11 parameters - 4 fixed trials v2.pt2 |__|_:|_||_E|__H__E;_§___|
Save Model Version Clear Model Histary I ﬂ
E|\/ BrainerdReynadgingRecall odel ~
B DO @
B 1D
z|Ug| For detals, please see Data page. i
[ Show Property Panel [~ Show Model Memo [ Show Graph
unt.. [ =)=

5. Select the model window of the Joint Model Unconstrained

6. Delete all but the first data column of the joint model and rename the first column

a. Gotolnput Data

b. Delete all columns but the first one

c. Select the first column and rename it to reflect that the first column has the data from
all conditions (e.g., Conditions 1 2 3)

d. Click Apply

7. Compute the goodness of fit for the unconstrained joint model you just created.

a. Go to the Estimation, Simulation, and Power analysis window
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éener;lT’mces&'mngEMudE‘ls—[merged.ptZ].j B 4 h -h h E@g‘

File Edit Window Option Model Help
Fie |Eri | Add and Ede Simes | Opsons | Mode! | Windowss | Help |
=l AP

Save Model Version Clear Model History | I

Model_C1
BrainerdA eynafgingRecalModel C2
BrainerdR eynat.gingRecallModel_C3

GPT Models

Display Mode 3

Model 3 Hypothesis test (set parameters equal)
Options 3 Input data

Checkmark tree nodes 3 Estimation, simulation, or power analysis
Find and replace 3 Simplify tree

I~ Show Property Panel [~ Show ModelMema [~ Show Graph

| \ A

b. Select the model called Joint Model Unconstrained and the joint dataset (always the
first one)
Window Option Model Help ) )
! Estimation, Eimulaﬁm,@rA _‘ o [EIM

|| Estimation | Simulation | Power analysis |

Select Model and Data | Dutputl

| Select models | Select data for estimation
I e e e ] .
tempmodel Zero frequency F

Zera frequency
Zero frequency
Zera frequency
Zera frequency
Zero frequency
Zera frequency
Zero frequency
“ Zero frequency
Zera frequency
Zero frequency
Zera frequency
Zero frequency
Zero frequency
Zero frequency
Zero frequency
Zera frequency
Zero frequency
Zero frequency
Zero frequency
Zera frequency
Zera frequency
Zero frequency
Zera frequency
Zero frequency
Zero frequency
Zera frequency

m

i [~ Minimize application P
ihile Tl e i Alfter ¥ Print all rezul

S — Fun
Estimation ston when GOF [1E-10

Maximum number of (5000 Cancel |

c. Clickon Run



Created by Carlos Gomes (cf365@cornell.edu) and Ryan Yeh (ry58 @cornell.edu) 21

Last update: July 2", 2013

@ General Processing T
File Window Help _ =)=
Fe |Edt | Wdows | Heo |

1 =a|a) 8= 4y

Duiput | Table |
ZJUE S0 [ o —
o i i i i ' L L L L L i i i i i i L L L L L 1 1 1 1 1 L L L L L
~ i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i 3
Parameter estimates
D1 _C1 = 0.08351, SD 0.02634, (initial wvalue: 0.72593)
D1_C2 0.06871. SD 0.03120. (initial value: 0.13726)
D1_C3 0.06301, SD 0.01822, (initial wvalue: 0.19184)
D2_C1 0.00000, SD 0.05223, (imnitial wvalue: 0.53073)
D2_cC2 0.07086. SD 0.03432. (initial value: 0.73825)
D2_C3 0.08201, SD 0.04031, (initial wvalue: 0.73713)
D3C_C1 0._00000. SD 0._00000. (imnitial value: 0.78951)
D3C_C2 0._00000. SD 0.00000. (imnitial value: 0.20017)
D3C_C3 0.00000, SD 0.00000, (initial wvalue: 0.08068)
D3E_C1 0.14792. SD 0.53427. (initial value: 0.90130)
D3E_C2 0_00000. SD 0._00000. {imnitial value: 0.14269)
D3E_C3 0.00000, SD 0.00000, (initial wvalue: 0.77580)
F_C1 0.01396. SD 0._00000. (initial value: 0.29589)
F_C2 0.00000, SD 0.00000, (initial wvalue: 0.41055)
F_C3 0.00000, SD 0.00000, (initial value: 0.26056)
J1_c1 0.81108. SD 0.06398. (initial value: 0.60279)
J1_Cc2 0.85222, SD 0.06155, (initial wvalue: 0.03554)
J1_C3 0.62751. SD 0.07691. (initial value: 0.28765)
J2_c1 0.90822. SD 0._00000. (initial value: 0.28064)
J2_C2 0.52912, SD 0.18295, (initial wvalue: 0.20362)
J2_C3 0.59587. SD 0.16256. (initial value: 0.33773)
J3c_c1 0.79017. SD 0.03390. (initial value: 0.87549)
Jac_cz 0.72573, SD 0.05656, (initial wvalue: 0.24435)
J3C_C3 0.66173. SD 0.05919. (initial value: 0.75008)
J3E_C1 0.81932, SD 0.14603, (initial wvalue: 0.07245)
J3E_C2 0.53061. SD 0.11456. (initial walue: 0.99257)
J3E_C3 0.73333. SD 0_08046. (imnitial value: 0.36637)
R1_C1 0.17464, SD 0.02819, (initial wvalue: 0.52446)
R1_C2 0.21302. SD 0.03254, (initial value: 0.70296)
R1_C3 0.16496. SD 0.02420. (initial value: 0.72430)
R2_C1 0.35834, SD 0.02539, (initial wvalue: 0.18433)
R2_C2 0_38450. SD 0.05223. (imnitial value: 0.19519)
R2_C3 = 0.28068. SD = 0.06051. (initial value: 0.28528)
Test will be a Chi_square with 12 degrees of freedom £
K |
| Stanninag Criteria- Difference nf loa—likalihand = 1E-10 =
« m, »

8. Note the goodness of fit of the unconstrained joint model.

Chi-squazRli2]=  25.39715. |

9. We are now ready to create the constrained joint model for the experiment-wise test.

a. Go to the Hypothesis Test window

@ General Proce:

B File Window Help _ &)=

Save Model Version Clear Madel History |

1R1ET
D2.C1

& 1Db2rl
R2_E1
B 1R200
- D2

1.02_01

R2.C1

1R2_0

BrainerdRieynadgingRecaliodel_C2

D1_C2

B 1D1_C2

R1_C2

B 1RIC2 GPT Models

oD Display Mode 3
B 1022
R2.C2
& 1R2C2 Options v Input data

Model » Hypothesis test (set parameters equal)

D22 Checkmark tree nodes » Estimation, simulation, or power analysis
8- 102C2
R2_C2 Find and replace » Simplify tree
1A2.C2
BrainerdRieynataingRlecaliodel_C3
103

B 1D1.C3
B RIC3
=] 1-R1_C3
D23
= 1Dbac3
R2.C3
B 1R2C3
D23
g~ 1D02C3
R2_C3
1R2.C3

[ Show Property Panel [~ Show ModelMeme [~ Show Graph

10. Set all the parameters equal to each other among all three conditions using the Apply button.
D1C1=D1C2, .., R2C2 =R2C3 (set all parameters equal among the three conditions)
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@ File Window Help NEE
Get Up Hypathesis | Bl BranerdRiemnatginghiecalModel_C1
D1t
¥ Same level Farameters | B 1Dlc
Bl J (D1 01,101 C1 A1_C1
B 1RO
2451D1_C3.1-D1_C3) b2
g 1020
RZ_C1
1_C1 [p1cz | g 1RO
3[DIC_C1, 103C_C1) Dz.C1
Y kel | ] [o1c2 =l B 1020
) RZ_C1
1R2_C1
Bl BiainerdReynatgingRecalModel_C2
1.2
1,1-D3E_C1 & 12
, B AIC2
1,103 C1 BRI
. D2E2
1,1-03E_C1 L. iee
1,1-D3E_C1 R2_C2
42 U3 TL1E T B TRLL2
4303001, 103 C1 D2tz
45430 01,13 C1) g
43(D3E_C1, 1D3E_C1 e, TRl
50 W3E_C1. 1% _C1) R2_C2
53(F_C1.1F_C1) 1R2.C2
54 (02 C1.1D2_C1) B BrainerdReynadgingRecalModel_C3
56 (R2C1.1R2 C1) A
57 W2 01, 142 C1) =
58 (D3C_C1, 1D3C_C1 g 101.C3
50 W3C,C1.143C_C1) R1_C2
63 [D3E_CT, 1D3E L1 B 1RI_CS
65 L3E_C1, 1J3E_C1) D23
£9 (02 C1, 102 C1) N
70 [R2_C1.1RZC1) 02
710201, 142 T1) R2_C3
75 U3E_C113E_C1) B 1RLC3
76 [D3E_CT, 1D3C_L1 -~ D203
78U3C_C1 13 T 07
79(D3C_CT,1D3E_CH - By T
SR A2.C3
Parameters - 1R2C3
D1 C21-D1 2
will be replaced by
D1 _C1.1-Di C
I [~ Show Property Panel [ ShowModel Memo | Show Giaph [ Replace &l Instances [ Hide Hypothesis Panel

11. Click Done when you finish

|”

12. The model you just created will be called “tempmode

13. Obtain the parameter estimates for the constrained model.

a. Go to the Estimation, Simulation, and Power analysis window

eneral Proce
File Window Help
Save Model Version Clear Model History | |
B 110 B

BrainerdemataingecalModel 02
1_C1

B 1DIC
R1_C1
B 1RO
D201
g 1020

R2_C1 ;
G- 1R GPT Models

i bzl Display Mode » |
e Mo [ Mods Gl
1R2.C1 Opticns » Input data

B'a'":’dgﬁy"af*g‘”gF‘EGE“M”‘jE‘—m Checkmark tree nodes v Estimation, simulation, or power analysis

I

Hypothesis test (set parameters equal)

Find and replace > Simplify tree

B 1010t
R1_C1
B TRIC
D2.C1
B 10200
8- R2C1
Jar
= W2
i DIE_C
= 1D3E_CT

J3E_C1

B 1RO
D2_C1

= 1Dl

; R2_C1 i

[ ShowPropetty Panel [~ ShowModel Mera [~ Shaw Graph ™ Hide Hypothesis Panel

b. Select the model called tempmodel and the joint dataset (always the first one)
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@) General Processing Tre [merged, | CEU S

File Edit Model Help

Window  Option

Fie | Est | Add vt Bt S | Oosons | Mosel | Windows | v |

o =|a|a)] a|= 0
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Sisve Mol Version Cler Model History | [tempmodel 5|
— magagim @ Estimation, simulation, and Power Analysis o[ 5 [ | i
B, WL Estination | irulation| Poer anasis |
T Select Model and Data | Output |
B WELD Select modsls Select data for estination
= ?.?,Eg'gmm m Condions 123 =
B BEC e
pEe] Zero hequency
B 1DI_CI Zert requency
g B
1-3CC1 Zera frequency
B EC Zett ey
LoopEm Zeto hequency
B 1DECI Zera hequency
SEO B 3
T Zero frequency 1
B 1R Zetts requeniy
D2c Zero haquency
By, 10200 el
B RO Zero frequency
T o e
g ?gcg_cc_wm Zero emani
7 e
; TR LT Zao necuency
Bz Zero frequency
Bl Eghecriied .
& 1353’5;1 Whils T Sppdcaior A - ¥ Print allresul
= 1Vﬁzuizmm [i0
: ! Estimation stoo when GOF [1E-10
= o W'D%‘i ; Masimum number of [5000 Cancel ]
Jz_C1
7550 ) . b -
[~ Show Property Panel [ Show ModelMemo [ 5 T P
c. Click on Run
Parameter estimates
D1_C1 = 0_07047. 5D = 0.01660. (initial walue: 0D.10635)
D2_C1 = 0.04623. SD = 0.04206. (initial wvalue: 0.27040)
D3C_C1 = 0_00000. 5D = 0.00000, (initial wvalue: 0D.66987)
D3E_C1 = 0_00000. SD = 0.00000, (initial walue: 0D.75464)
F_C1 = 0._00000, SD = 0.00000., (imitial wvalue: 0.16029)
J1_C1 = 0_76159. 5D = 0.03715. (initial wvalue: 0D.73815)
J2_C1 = 0.70083. 5D = 0.04004, (initial wvalue: 0.01273)
J3C_C1 = 0.73653. 5D = 0.035%00. (imnitial wvalue: 0.87204)
J3E_C1 = 0_65714., 5D = 0D.04424, (initial wvalue: 0D.55193)
R1_C1 = 0D.18820. 5D = 0.01799, (initial wvalue: 0.89750)
R2_C1 = 0.33810. SD = 0.04552, {(initial wvalue: 0.09057)
degrees of freedom

Test vill be a Chi—square with 34
Chi—sguare[34]= &62. 28860,
Stopping Criteria: Difference of log-likel
number of iterations: 3406

ihood 1E-10

14.

Constfrained: Chi-square[34]= 62 23860
Unconstrained: ki ssmare12]=—25-59775

15.
Test statistic: 62.29 —25.60 = 36.69

16.

One can now perform the hypothesis test by comparing the two goodness of fit statistics.

Calculate the difference between the two chi-square statistics to obtain the test statistic.

critical value of the test statistic is x2(22) = 33.92. Because the test statistic is higher than the

23

Compare the test statistic to the critical value. For instance, at a significance criterion of .05, the
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critical value, we reject the null hypothesis of no difference among the three experimental
conditions.

D. Between-Condition Tests: Condition-wise test

There are three conditions in our example. In this section, we show how to test the null hypothesis of
no difference between the parameters of any two conditions in an experiment (e.g., Parameters condition 1
= Parameters condition2). The following example illustrates a condition-wise test between Conditions 1

and 3.

Create a joint model of Conditions 1 and 3 as described in the previous section.

[ General Processing
File Edit Window

Model Help

Fle | Edt ]A@mg@:n.slogim Mode! | Windows | Help |
51l
!merged‘ptz

Save Model Yarsion

= o=
\

= model

[ Show Property Panel [ Show Model Memo [ Show Graph

! merged.pt2 N[N
Save Maodel Yersion Clear Modsl History ‘ ﬂ
-y modsl = BrainerdR eynadgingRecaliModel_C1
L0101
=-101_C1
R1_C1
=-1-R1_C1
Dz
=-1-02_01
R2_C1

Update state descriptions.
™ Show Property Panel [~ Show Model Memo [ Show Graph

Bue.[@ =)= ][@n.[@ @)=

2. Select the model window of the joint model

Delete all but the first data column of the joint model and rename the first column a. Go

to Input Data

b. Delete all columns but the first one

c. Select the first column and rename it to reflect that the first column has the data

from all conditions (e.g., Conditions 1 3)
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4, Compute the goodness of fit for the unconstrained joint model you just created.

a. Go to the Estimation, Simulation, and Power analysis window

General Processing T
File Edit Window Option Model Help
Fio | Edt | Adt andEdtSmes | Opins Mol | Windows | 1o |

@)

[E=N BB

B merged.pi2
Save ModelVersion | Clear Model History
model afl

BrainerdRiepnabgingRiecalMode L3

GPT Models
Display Mode

Model

Options
Checkmark tree nodes

Find and replace

Hypothesis test (set parameters equal)
Input data
Estimation, simulation, or power analysis

Simplify tree

| I Show PropertyPanel [~ Show ModelMemo [ Show Giaph

unt.. (@)@ ) [ @ [@ ][ ) = |

b. Select the model called Joint Model Unconstrained and the joint dataset (always the

first one)

! eneral Processing -
File Edit Window Option Model Help
Fle | Edt | Add ond £ Sizes | Opions Motel | Windows | He |

@]t

B merged.pt2

SaveModelVersion | Clear Model History

8 Estimation, simulation, and Power A

nalysis

e

s =]

El

] 7| Estimation | Simulation | Power analysis |

tempmads Select Model and Data I Output |

S| | | Select modsls

tempmode]

[ P

I~ Show Property Parel [~ Show Model Mema [}

mocel |
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Zemo fisquency
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Zemo fisquency
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Select data for estimation
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c. ClickonRun

@ File: Window Help - =%
Fie | Edt | Widows Hep

2|

B merged.pr2
Untitled - Gpt
Duiput | Table |
ﬁg c|n|M 5 “Couter -
: T i i i i i i T i T i T i T i T i T i T i T i T i T i i i i :
Parameter estimates
D1 Cl = 0.08351. .02614. (initial value: 0.92026)
D1 C3 = 0.06301. .01695, (initial value: 0.54826)
D2 Cl = 0.00000. .00000, (initial value: 0.59340)
D2_C3 = 0.08201. .00000, ({initial value: 0.84427)
D3C_C1L = 0.00000. .00000, {initial value: 0.93649)
D3IC_C3 = 0.00000. .00000, {initial value: 0.13124)
= 0.14792, .00000, {initial value: 0.17015)
= 0.00000. .00000. {initial wvalue 0.89245)
= 0.01396. .00000. {initial wvalue 0.05572)
= 0.00000. .00000. {initial wvalue 0.70769)
J X m 0.81108. .05941. (initial value 0.17128)
= 0.62751. .07500. (initial wvalue 0.75114)
s 0.90822. 00000, ({initial value 0.01396)
= 0_59587, 15506, (initial value 0.06859)
= 0.79017, .03316. (i ial walue 0_25875)
g 0.66173, .04598, (i i value 0.82368)
= 0.81932, 09639, (initial wvalue 0.09422)
g 0.73333, 08043, (initial value 0.38828)
B 0_17464, .02815, (imnitial value 0.14326)
= 0_16496. .02350, (initial wvalue 0.53590)
s 0_35834, 02401, (initial value 0.94924)
= 0._28068. 05079, (initial value 0.88659)
e Chi—square wi eqrees of freedom
1 = 16.19670.
Stopping Criteria: Difference of log-likelihood = 1E-10
number of iterations:5000
‘ m r
5. Note the goodness of fit of the unconstrained joint model.
6. We are now ready to create the constrained joint model for the condition-wise test.

a. Go to the Hypothesis Test window

B General Processing T
File Edit Window Option Model Help
Fie | Edt | Add and Edt St | Opsins | Motel | Windows Hep

@ merged.ptz
Save Model Version Cloar bodel History
W model ainerdhi ]

tempmad - DIC
B 101C
RI_CI
B 1RICH
D21
g 102
R2.C1
g 1RO
D2.C1
g 10ze
R2_C1 .
teoRzO GPT Models
B BianedReynatgingRecalMode] C3
103

Display Mode »

= 1-01_C3 Model 3 Hypothesis test (set parameters equal)
B R1_C3
B 1R
b2 C3 Checkmark tree nodes 3 Estimation, simulation, or power analysis
B 102C3 Find and replace 3 Simplify tree
R2.C3 .
B TR2C3
e D203
1023
R2.C3
1R2.03

Options » Input data

i mn b

[~ Show Property Panel [~ ShowModelMemo [~ Show Graph

unt.. (& ][] nav.. (& [& ]

7. Set all the parameters equal to each other between the two conditions using the Apply

button (i.e.,, D1C1 = D1C3, ..., R2C1 = R2C3)
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Model

File Edit Window Option

Help
Fie | Edt | Add and Ede Sues | Opsons | Model| Windows  Help

i

@ merged.pt2

SetUp Hypothesis |

J v Same level

Done

Pameres 5|
J 001 C1.1-D1 L1

H 1)
IPICLAED |
AFCLIEG

5(02_C1.1D2_C1) |
7IRZCI.1RZLCI)

>

16 M3E_C1,143E_C1)
1902 01,102 C1)
2 C1,1-R2.C

3230 C1,1J3C_C1)
3(DE_CT,1-03E L1
37 U3E_C1L13E L)
40(D3E_CT, 1-03E_C1
42 13E_C1.1J3E_E1)
43[D3C_CT.103E_01
4530 1. 1J3C_F1)
DR 4 A AT

4

D
will be replaced by
D1 C11-D1 €1

I Show Propeity Panel

81201, 142 T1) i CI] ) |
3(D3C_C1, 1530 C1)
11 W3C_C1,143C_C1)
DT EEARE A [rorcs =l

& i model

(P

+ BrainerdRienatgingFiecallodel_C1
tempmod oD

B 10201

R2_C1
3 i 1R2_C1
Bl BrainerdRenatgingRiecalModel_C3
i D1_C3
101_C3

R1.C3
B 1RIC
- D203
102,03
R2.C3
1R2.03
D203
B 10203
R2_C3
1R2_C3

[~ ShowModslMemo [~ Show Graph

¥ Freplacs Alllnstances [ Hide Hypothesis Panel

unt.. [ =@ . [E =%

8.

9.

a.

File Edit Window Option

Model Help
Fie | Edt | Add and Bk Siaes | Options | Model | Windowrs  Help

7|

Click Done when you finish

The model you created will be called “tempmodel”
Obtain the parameter estimates for the constrained model.

Go to the Estimation, Simulation, and Power analysis window

B mergedpi2z

Save Model Version Clear Model History |

|
G rodel B BranedReynabaingAecalModel_C1 7
ol tempmad, T —
ST
R1_C1
B MALC
Dz
B D20
R2_C1
B TRICT
Dz_Ct
B D20
e GPT Models
1R2_C1 Display Mode » E
B, BranerdResnadgingRecalModel 3 Model v Hypothesis test (set parameters equal)
B W—D?Ejm Options v Input data
Ri_CI Checkmark tree nodes  + Estimation, simulation, or power analysis
B MALC
o Find and replace , Simplify tree
B 10200
E- Rz
B J2C
=) 1wz
D3E_CT
B-  1D¥E_CI -
v
[ B RO
A [l * 5o £
[~ Show Fropery Panel [~ Show Model Memo | Show Giaph [~ Hide Hypothesis Panel

b. Select the model called Joint Model Constrained Omnibus and the joint dataset
(always the first one)
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X

B merged.pt2

Save Model Version

Clear Wodel Histoy | B

aclel]

= 0 model ER
+f tempmod
B

B

Bl

BrainerdFieynabgingriecalMode_C1
1_f1

1-01_C1
fi1_C1
1R1_CT
D2.C1
B- 10200
R2_C1
= 1R2_C1
DZ_C1
= 1020
R2_C1
1R2.C1

B BraneidRepnadgingRecalModel C3
1_C1

1011

R1_C1

1-R1_C1
D21

GPT Models
Display Mode

Model

Options

Checkmark tree nodes

Find and replace

!

3 Hypothesis test (set parameters equal)
3 Input data
> Estimation, simulation, or power analysis

» Simplify tree

B

102_C1

Rz_C1
J2.0
1201
DIE_CT
B 1DE_L
JE_CT

= 1R2_C1
Dz C1 52
[~ Show Graph I~ Hide Hypothesis Panel

< i b

| Show Property Panel |~ Shaw Model Memo

Unt... [ @ ][

[oN

Click on Run

W General Processi
@ File Window Help
Fie | Edt | windows Heb

k]

B merged.pt2
Untitled - Gpt
Tuiput | Table
7|0 =| C ]B[iiﬁi 9 jﬁtnwmv =
U : : : - : : - : : : : : : : : : : - : : : : : : : : : - :
F— t t t i i i i t t t t t t i i i i i t t t t t t i i i i t
CEEC_C3. 1.00000, 2.37556 -
CEEE_C3. 100000 0.71819
ECCC_C3. 8.00000, 8.22294
ECCE C3. 400000 283310
ECEC_C3. 400000 299001
ECEE_C3. 3.00000. 0.90396
EECC_C3.  68.00000, 77.50000
EECE C3. 20.00000, 23.00000
EEEC_C3.  §3.00000. 82 00000
EEEE_C3. 188 00000, 168 50000
Parameter estimates
D1 Cl = 0.07258, 0.01857. (initial value: 0.12741)
D2 C1 = 003435 0.05400. (initial value: 0.93849)
p3C_Cl = 0.00000 0.00000. {initial value: 0.58257)
D3E C1 - 0.00000, 0.00000. {initial value: 0.87135)
FCl - 000000 0.02574. {initial value: 0.75221)
J1c1 = 0.72436. 0.04999. (initial value: 0.87977)
J2.C1 = 0.78547. 0.02574. (initial value: 0.70230)
J3ccl - 0. 0.04269. {initial value: 0.78634)
J3ECL = 0 0.05450. {initial value: 049241}
R1 Cl = 0. 0.02034. (initial value: 0.98062)
R2_C1 = 0 0.04968. (initial value: 0.84554)
B dy of freedo
Stopping Criteria: Difference of log-likelihood = 1E-10
nuaber of iterations:3693
‘ m v

11.

One can now perform the hypothesis test by comparing the two goodness of fit
statistics.

Constrained: Chi-sguare[19]= 35 Q0648
Unconstrained: chi-sguarefs]— 16.19670
12. Calculate the difference between the two chi-square statistics to obtain the test

statistic.
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13. Compare the test statistic to the critical value. For instance, at a significance criterion of
.05, the critical value of the test statistic is x*(11) = 19.68. Because the test statistic is
higher than the critical value, we reject the null hypothesis of no difference between
Conditions 1 and 3.

E. Between-Condition Tests: Parameter-wise test

In this section, we will perform a parameter-wise test using the data from Conditions 1 and 3, namely

the null hypOtheSiS that Rz, condition 1 = R2, condition 3.

1. Construct an unconstrained joint model between the two conditions.

2. Record the goodness of fit of the unconstrained model.

3. We are now ready to construct the constrained model.

Right Click ---> Model ---> Hypothesis Test

4. Set equal the parameter “R2_C1” to the parameter “R2_C3”

@ General Processing T
File Edit Window Option Model Help

Fle | Edt | Add and Edt St | Opfons | Model | Windows Helo
?
& reseere =~
St Up Hypothesis | B o B BranedReynataingriecalModsl C1
..... el Di_C1
[Fa: | I Samelevel -l tempres &
01 1DI_Cl) - Apply ‘ -
2 [R1ZC11RICT
3U101,141.E1)
4F1LIFC E
5 (72 01,102 1 — :
i 59 I3 T1, 103 T1)]
8(J2_C1, 142_C1) [Rzc1 [Rz_cz ~| hozpZctipzo
[0 G, 1-030 01 104 (A2 1 1RZ_C11
UL LS [T [Rz.c3 = [15u2 2 e
14 [DFE_LT.1-DFE_C - - 106 [DIC_C1. 1030
16 [I3E T, 1138 cn 108 30 T, 1-J30_T1
19[02 1. 102_C1) 111 [D3E_CT1DIE L :
21(R2_C1.1-R2_C1) 113 J3E_CT1, 143E_T1/= =8 EramardHaynaAglngHa:aHMnda\ c3
222 01,142 1) 11802 T1,102 C1) L ez
26 [J3E_C1. 130.C1) 118 [R2_C11R2_C1)
27 [D3C.C1,1-03C._C1 119201, 142.01) - 1D
29 J3C_C1130.C1) 123(D7_C3,107_C3) Ri_C3
a0 DA C1, 103001 125 103, 1R1_C3) B EiE
32 30 T, 1430 C1) 126113, 1.1 T3) s
35 [DE_CT.1-D3E_C1 127 [F_C3, 1F_C3) 5o
37 J3E_ 1,13 _C) 0o T B, jbd
40(D3E_CT,1-D3E_C1 R2 3
42 [J3E_T1 103 _C1) 131 W2 03 1+0203) B 1R2CE
43 (03 07, 1030 01 132 (003, 10300 D73
453 TN L) - JE L E N 5
Parameters R2C3
Bz Ci1-RZ2 C3 1-R2.C3
will be replaced b
Rz C11-R? C1
<om v
[ Show Property Parel [~ Show Model Mers [ Shaw Graph [ Peplsce Al Instances [ Hids Hypethssis Parsl
Unt.. [ @ [ = || 5;3”“[! . (22 L= ;:?ﬂﬂ

5. Click Apply, and then Click Done
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6. As before, the model you created will be called “tempmodel”

7. Compute the goodness of fit for the constrained Joint Model just created. Remember to click on
the appropriate model when running the parameter estimates.

(=
File Option
Fie | Edt | Add and Edt Stdes | Oplors | Model | Windows Help

E

B merged.pi2 [SE=
Save Model Version Clear Model History | & Estimation, simulation, and Power Analysis

Edit dow Model Help

4

= model

3 tempmad;

>

Estimation | Simulation | Power analsis |

Select bladsl and Dats | Dutpt|

Select models Select data for estimation

model

Zero frequency
: Zero frequency
B TRI_C3 Zero frequency

Zero frequency
D2 03 Zeno frequency
= 1023 Zeio frequency
B FR2Cl Zeto frequency
& o Zeto frequency
e Zeto frequency
Zero frequency
Zera frequency
Zera frequency
Zera frequency
Zeto frequency
Zeto frequency
i Zero frequency
= Zero frequency
H Zero frequency
Zero frequency
Zero frequency
Zero frequency
Zeio frequency |
Zeto frequency
Zero frequency
Zero frequency
|| Zem frequency -

detals. please see Data page. i

4 [l + | jjaeen
Whie I’ Miimize appicalion Atter W Piint sl resul
[~ Show Property Panel |~ Show bodelMemo [ ¥ Minimize model window

Run
Estimation stoo when GOF | 1E-10
Maximum rumber of {5000 Cancsl

unt... (& |

8. Record the goodness of fit statistic for the joint constrained model.

‘General Processing
B File Window Help
Fie | Edt | Widows Heb

2]

B merged.pt2
Untitled - Gpt
Output | Tapie |

7|0 = c | B[ o= =
e
Parameter estimates
p1_C1 0.08354. SD =  0.03141. (initial value 0.31051)
D17C3 0005915, SD -  0.01391. (initial walue:  0.95085)
D2_C1 0.00001, SD = 0.07970, (initial walue 0.94092)
D2 C3 0.05924] SD - 005035 (initial value:  D.58754)
D3C_C1 00000000 SD = 000000 (initial value 0.80901)
D3C°C3 0100000, SD - 000000, (initial walue:  0.98888)
D3E_C1 0.14882, SD = 0.00000, (initial walue 0.11278)
D3E_C3 0.00000] SD - 000000 (initial value:  D.70145)
F_C1 00014310 SD = 000000 (initial value 0121359)
FC3 0100000, SD - 000000, (i value:  0.34335)
J1_c1 0.81135, SD = 0.06362, i value 0.73568)
11C3 0.62814) SD -  0.08072, (initial value: 0. 81322)
I22¢C1 00972600 SD = 000000 (initial value 0041251)
3273 0.53856, SD =  0.15269. (initial walue:  0.99634)
J3C_C1 0.79020, SD = 0.04996, (initial walue: 0.92154)
13¢C3 0.68178) SD -  0.06313. (initial value:  D0.14253)
J3E_CL 0i§2128. SD =  0.09780. (initial value 0.96955)
JIEC3 0.70676, SD =  0.08687. (initial walue:  0.94095)
0.17455, SD = 0.03212, (initial walue: 0.37658)
017065, SD =  0.02555. (initial value:  0.15964)
0.33710. SD = 0.05314. (initial value 0.25198)
hi-square with 9 of
17.19960-
Stopping Criteria: Differemce of log-likelihood = 1E-10
nusber of iterations:5000
‘ 0 ,

12. One can now perform the hypothesis test by comparing the two goodness of fit statistics.
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Constrained = 17.199%&60

Unconstrained = 156.19570

13. Calculate the difference between the two chi-square statistics to obtain the test statistic.

Test statistic=17.2-16.2=1

14. Compare the test statistic to the critical value. For instance, at a significance criterion of .05, the
critical value of the test statistic is x2(1) = 3.84. Because the test statistic is lower than the
critical value, we do not reject the null hypothesis of the test.



Created by Carlos Gomes (cf365@cornell.edu) and Ryan Yeh (ry58@cornell.edu) 32

Last update: July 2", 2013

References

Brainerd, C. J., Aydin, C., & Reyna, V. F. (2012). Development of dual-retrieval processes in
recall: Learning, forgetting, and reminiscence. Journal of Memory and Language, 66,
763788. d0i:10.1016/j.jml.2011.12.002

Brainerd, C. J., & Reyna, V. F. (2010). Recollective and nonrecollective recall. Journal of Memory
and Language, 63, 425-445. doi:10.1016/j.jml|.2010.05.002

Brainerd, C. J., Reyna, V. F., & Howe, M. L. (2009). Trichotomous processes in early memory
development, aging, and cognitive impairment: A unified theory. Psychological Review, 116,
783-832. doi:10.1037/a0016963

Gomes, C. F. A,, Brainerd, C. J., & Stein, L. M. (2013). Effects of emotional valence and arousal on
recollective and nonrecollective recall. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 39, 663-677. doi:10.1037/a0028578

Hu, X., & Phillips, G. A. (1999). GPT.EXE: A powerful tool for the visualization and analysis of
general processing tree models. Behavior Research Methods, Instruments, & Computers, 31,
220-234. doi:10.3758/BF03207714



	Section I:  Dual Retrieval Models
	Section II: Example
	CCCC: 167 CCCE: 7 CCEC: 9 CCEE: 2 CECC: 12 CECE: 4 CEEC: 5 CEEE: 3 ECCC: 24 ECCE: 2 ECEC: 1 ECEE: 1 EECC: 123 EECE: 12 EEEC: 103 EEEE: 125

	Section III: Hypothesis Testing
	References

